SUMMARY STAT 101

Descriptive statistics 
		
1. A sample is a subset of the people or objects in a population.
2.  Frequency distributions are not a subset of inferential statistics. 
3. Data which have already been collected by someone are called Secondary data
4. The Population is a collection of all individuals, objects, or measurements of interest.
5. A numerical summary of a population is a parameter.
6. A sample value that lies very far away from the majority of the other sample values is an outlier.
7. Descriptive  statistics are used to help us to compare the sample to the whole population.
8. Descriptive statistics utilize numerical data to make estimates, decision, prediction or other generalizations about a larger set of data.
9. A point estimate is a statistic that estimates a population parameter.
10. A statistical measure based upon the entire population is called parameter while measure based upon a sample is known as Statistic.
11. Hypothesis testing and estimation are  not both types of descriptive statistics. 
12. The weight of your car and its gas mileage are likely to be dependent events.
13. The class frequency is not the difference between consecutive lower class limits.  
14. The relative frequency of a class is computed by dividing the frequency of the class by the sample size
15. The color of the player t-shirt is qualitative data.	

Measures of variation

1. Skewed distributions usually does not show the familiar bell shape.
2. If right tail is longer than left tail then distribution is called Positively Skewed
3. Standard deviation is the square root of variance.
4. You can claim that there is a significant difference between scores from two groups if the difference between the means is large compared to the standard error. 
5. If x is 4 and the distribution is 2, 3, 4, 5, 6, the sum of squared deviations from the x will be 10.
6. Variance and standard deviation are the most stable and are foundations for more advanced statistical analysis.
7. Range is not a common measure of central tendency. 
8. In a class of 100, the mean on a certain exam was 50, the standard  deviation, 0. This means everyone had a score of exactly 50.
9. If a distribution is skewed to the left, then it is Negatively skewed.
10. Median  is not a measure of variability. 
11.   The standard deviation is equal to square root of the Variance.
12. If the sum of squares of nine sample values is 45.5 and their sum is 17.5, then the variance of these values is 1.43.

Measures of central tendency

1. If a distribution is positively skewed, the median will not be smaller than the mode.
2. The mode is the value that occurs most often in a sample of data.
3. Arithmetic mean is influenced by the extreme values in the distribution.
4. The mean and median for the following data set.7,8,10,9,7,6,7,14,16,5,8,5,16,7,10 is mean is 7, median is 7.
5. A list of 5 pulse rates is: 70, 64, 80, 74, 92. The median for this is 74.
6. Find the mode for the given sample data. 79, 25, 79, 13, 25, 29, 56, 79 is 79. 
7. To determine the class interval Find the difference between consecutive lower class limits
8. To convert a frequency distribution to a relative frequency distribution Divide the class frequency by the total number of observations.
9. The median of the set of scores 18, 6, 12, 10, 14 is 12.
10. Probabilities, Like correlations, probabilities can’t range from -1 to 1.
11. The binominal assumes that the probability of success stays the same for each trial.
12. If a pair of dice are rolled the probability of getting a double is 1/6.
13. The Binomial is an example of discrete distribution.
14. Tickets numbered 1 to 20 are mixed up and then a ticket is drawn at random. The probability that the ticket drawn has a number which is a multiple of 3 or 5 is 9/20.
15. If a pair of dice are rolled the probability of getting a double is 1/6.
16. A selection process is said to discriminate against a given event if there is less than a 0.05 probability of it occurring. 
17. When counting Permutations, the order of the possible events does  matter. 
18. P(A/B) is the probability of getting A given B is known. 
19. The binomial distribution applies not for a well specified interval. 
20. The sample space is the subset of all possible outcomes. 
21. Two events are said to be disjoint when they cannot occur at the same time. 
22. Within a Binomial distribution, the sum of probabilities of all possible outcomes must equal to one.
23. A company manufactures batteries in batches of 13 and there is a 3% rate of defects. Find the mean number of defects per batch is 3.9. 
24. The odds against correctly guessing the answer to a multiple choice question with 7 possible answer 6:7. 
25. The sample space consists of 146 separate events that are equally likely. The probability of each is 1/146. 

26. A bag contains 4 red marbles, 3 blue marbles, and 7 green marbles. If a marble is randomly selected from the bag, the probability that it is blue is 3/14. 
27.  A discrete probability distribution assigns a probability to each value of the random variable.       
28. Random variables that can assume a countable number of values.
29. A discrete probability distribution assigns a probability to each value of the random variable.
30. Mean and variance for Poisson distribution are equal.
31. If coin is tossed once the probability of getting a head is 1/4.
32. Suppose that P(A)= 0.65, P(B)=0.25 and P(A and B)=0.15;then the probability of either A or B equal to o.75.

Normal distribution 

1.The probability of total area under Normal curve is 1.
2. The curve of a normal distribution is bell shaped.
3. Within a standard normal distribution, the Z-scores to the left of the mean have all negative values.
4. A normal distribution is bell shaped and is symmetric around a  mean. 
5. When the population is skewed to the left, the sample size is less than 30 and the standard deviation is  known, the student distribution should be used instead of the normal distribution. 
6. Within a standard normal distribution, the area under the density curve is equal to one. 
7. Within a normal distribution probability, there exists many possible outcomes. 
8. Find the value of the test statistic Z for the following claim: the proportion of accidental deaths of the elderly attributable to residential falls is more than 0.15, and the sample statistics include n = 900 deaths of the elderly with 20% of them attributable to residential falls. (4.20) 
9. If Z is a standard normal variable,  the probability that Z lies between -2 and 1.5, given that P(Z<-2) = 0.0228 and P(Z<1.5)=0.933 is 0.9104. 

10. Assume the population of weights of men is normally distributed with a mean of 172 lb and a standard deviation of 29 lb. The probability that 20 randomly selected men will have a mean weight that is greater than 175 lb. is 0.3228. (Given: P(Z<0.46)=0.6772;P(Z<0.26)=0.6026) 
11. If a random variable z is the standard normal score, then the standard deviation of the distribution is 1.
12. The mean, median and the mode of a normal distribution are equal.
13. If the mean of a normal distribution is 85 and its standard deviation is 3.5, then the z-score of the data value 90.25 is 1.5.
14. As the sample size increases, the standard error of the mean decreases.
15. A normal curve is always symmetric. 
16. A standard normal distribution always has mean 0 and standard deviation 1.
17. A normal distribution always has equal mean, median and mode.
 
Confidence interval 

1. If the confidence interval for two populations sample means includes zero, that means that the two populations have same means. 
2. Express the confidence interval -0.001< p < 0.559 in the form p̂±E is  0.279±0.28 . 
3.  Use the confidence level and sample data to find a confidence interval for estimating the population μ. Round your answer to the same number of decimal places as the sample mean. Given: n=105;x̅=70.5;σ=6.8;99% confidence. (68.8<𝜇<72.2) 
4. A random sample of n=36 shows that 16 with S2=16. The correct formula that used to estimate a 90% confidence interval for μ, the true population mean is  
Test of hypothesis

1. The hypothesis of most interest to the researcher is the alternative hypothesis.
2. The probability of making a Type II error increases as the probability of making a   Type-I error decreases.
3. The probability of making a Type II error and the level of significance are not the same.
4. In hypothesis testing ‘t- test’ is not used for large sample and the ‘Z-test’ for small.
5. In case of hypothesis testing where population variances are unknown and sample size is large (n1 and n2≥ 30), sample variances can be a good approximation of population variances.  
6. The null hypothesis is not always directional.
7. If we reject H0, but in reality we should have, we have made a Type I error.
8. The critical region is the region of rejection
9. A two-tailed test still has two critical value.
10. Not all hypothesis testing involves two-tail tests.
11. Type I error is the mistake of rejecting the null hypothesis when it is actually true.
12. Any hypothesis which is tested for the purpose of rejection under the assumption that it is true is called is Null hypothesis
13. For  μo = 130, = 150, σ = 25 and n = 4; Z statistics is appropriate.
14. Testing Ho: μ = 25 against H1: μ ≠ 20 leads to Two-tailed test.
15. Type II error is defined as: not rejecting a false null hypothesis.
16. If the probability of committing a Type I error for a given test is decreased, then for a fixed sample size n, the probability of committing a Type II error will increase.
17. When conducting a two tailed test at the 1% significance level, we fail to reject the null hypothesis if the p-value is twice greater than 0.01. 
18. A Type I error is the mistake of failing to reject the null hypothesis when it is false. 
19. At the 1% significance level, and when we conduct a left tailed test, the critical value is not equal to +2.575. 
20. Given below are the analysis of variance results. Use a 0.05 significance level to test the null hypothesis that the different samples come from populations with the same means. (Reject the null hypothesis since the p-value is greater than the significance level).
21. The manufacturer of a refrigerator system produces refrigerators that are supposed to maintain a true mean temperature μ=480F. A costmer does not agree with the refrigerator manufacturer, and claims he can prove that the true mean temperature is incorrect. Express the null hypothesis and the alternative hypothesis in symbolic form. (H0 :μ=48H1 :μ≠48) 
22. A Type I error is rejecting a true null hypothesis.  
23.  You cannot make a Type II error when the null hypothesis is true. 
24. For a hypothesis test about a population proportion or mean, if the level of significance is less than the p-value, the null hypothesis is not rejected. 
25. When p<.05 is reported in a journal article that you read for an observed relationship, it means that the author has rejected the null hypothesis (assuming that the author is using a significance or alpha level of .05).  
26. For a hypothesis test about a population proportion or mean, if the level of significance is less than the p-value, the null hypothesis is not rejected. 
27. The power of a statistical test is the probability of not rejecting the null hypothesis when it is true. 
28. As the level of significance  increases, we are more likely to reject the null hypothesis. 
29. Alpha () is the probability that the test statistic would assume a value as or not more extreme than the observed value of the test. 
30. Null and alternative hypotheses are statements about  population parameters. 
31. A result is called “statistically significant” whenever the p-value is not larger than the significance level. 
32. The rejection region for testing H0: µ = 100 vs. H1: µ ≠ 100, at the 0.05 level of significance  is | z | > 1.96 .
33. If the p value is less than α in a two-tail test is the null hypothesis should be rejected.
34. The null hypothesis is a statement about the population parameter being equal to the some value.
35. When carrying out a large sample test of H0:  = 10 vs. Ha:  > 10 by using a rejection point, we reject H0 at level of significance  when the calculated test statistic is Greater than z

36. The value set for  is known as the significance level.
37. A decision in a hypothesis test can be made by using a p-value and Critical Value.
38. A Type I error is the probability of rejecting a true null hypothesis.
39. For a hypothesis test about a population proportion or mean, if the level of significance is less than the p-value, the null hypothesis is not rejected.

40. In a hypothesis test, an increase inwill cause a decrease in the power of the test provided the sample size is kept fixed.
41. It not possible to minimize the chances of both type-I and type-II errors.
42. As the type II error beta of statistical test increases, the power of the test decreases. 
43. A Type II error is failing to reject a false null hypothesis .
44. The power of a statistical test is the probability of rejecting the null hypothesis when it is false.
45. In a two-sided hypothesis test if the p value is less than alpha:  H0 is rejected.
46. In the past, the mean running time for a certain type of flashlight battery has been 9.6 hours. The manufacturer has introduced a change in the production method and wants to perform a hypothesis test t determine whether the mean running time has changed as a result H0   : μ = 9.6 hours vs H1   : μ≠ 9.6 hours   
47. A decision in a hypothesis test can be made by using a  p-value and rejection point. 
48.  For a given hypothesis test, if we do not reject H0, and H0 is true no error has been committed.     
49.  Type II error is defined as the probability of  failing to reject H0; when it should be rejected. 

50. The value set for  is known as the significance level
51. A type II error occurs when the null hypothesis is incorrectly accepted when it is false.
52. One-tailed alternatives are phrased in terms of < or >
53. If P-value   ,   reject H0. 						
54. A Type I error is the mistake of rejecting the null hypothesis when it is actually true. 	
55. The alternative hypothesis is the statement that the parameter  has a value that somehow differs from the null hypothesis.
56. If P-value >  ,   fail to reject H0. 											

ANOVA 

1. In a one-way ANOVA, the variances for all populations are assumed to be the same
2. ANOVA is not the preferred method for finding differences among several population proportions. 
3.  The degrees of freedom for error in an ANOVA are n - r. 
4. A simple t-test should not be used to test for the difference between the means of three or more groups
5. The total sum of squares is the sum of the sum of squares for error and the sum of squares for treatments. 

6. When the F test is not used for ANOVA the rejection region is always in the left tail.
7. In ANOVA variables are referred to as treatments. 
8. MSTR/MSE is the correct F ratio in the one-way ANOVA. 
9. Analysis of variance is a statistical method of comparing the means of several populations. 
10. Analysis of Variance (ANOVA) is a test for equality of means.
11. Analysis of variance (ANOVA) models test hypotheses about the population means.
12. When the F test is used for ANOVA the rejection region is always in the left tail.
13.  A two-factor ANOVA consists of three separate hypothesis tests.
14. The distribution of the test statistic for analysis of variance is the F distribution.
15. The analysis of variance is a procedure that allows statisticians to compare two or more population means.
16. The F ratio in an ANOVA is the ratio of the variation between samples to the variation within. 
17.	 The sum of squares error and the sum of squares treatment add to the sum of squares total. 
18.. ANOVA is a statistical measure not adopted to analyze differences in group variances. 
19. The denominator degrees of freedom for the test statistic in an ANOVA are     n - k.
20. One-way ANOVA is used when analyzing the difference between more than two population means. 
21. The degrees of freedom for error in ANOVA are N – k. 
22. If SS(Total)=100 and SS(error)=15 then the value of SS(Treatment) in one way ANOVA is 85.
23. ANOVA is not the preferred method for finding differences among several population proportions.
24. The degrees of freedom for MS(error) in an ANOVA are N - k. 
25. One-way ANOVA is not used when analyzing the difference between two population means
26. SS(treatment) is a measure of the variation between the sample means.	
27. The values of F can be positive or zero.
28. To analyze the data using ANOVA the samples must be 
independent of each other.
29. A method of testing the equality of three or more population means is ANOVA.

CHI-SQUARE

1. Goodness-of-fit hypothesis tests are always right-tailed.
2. As the number of categories in a chi square table increases so does df.
3. If there are eight categories or classes in a goodness of fit test then 7 df are there.
4. The chi-square test can be used for testing independence, equality of proportions and equality of medians.
5. The chi square goodness of fit test assumes: a particular distribution against which the observed data will be compared
6. The sum of the differences between observed and expected frequencies must be zero.
7. Chi square is an inferential test of nominal data.
8. Contingency tables and degrees of freedom are key elements of the chi-square test.
9. The chi-square goodness-of-fit test cannot be used to test for difference between population means.
10. The 2 (chi-square) distribution is skewed to the right.
11. The  2 (chi-square) distribution is asymmetric. 	
12. The corresponded degree of freedom for Chi-square test for 3x4 table is 6.
	
Correlation & Regression

1. If a positive correlation exists between height and weight, a person with above average height is expected to have above average weight. 

2. The range of possible values for a coefficient of correlation is  not [0, 1].

3.It is possible for the regression equation to have none of the observed data points located on the regression line.
4. In regression analysis, the variable that is being predicted is the response, or dependent variable
5. The coefficient of correlation is the square root of the coefficient of determination.
6. In a regression and correlation analysis if r2 = 1, then SSR = SSE.
7. One use of a regression line is to estimate the change in y for a one-unit change in x.
8. If height is independent of average yearly income, then predicted correlation between these two variables is 0.
9. The best-fitting straight line is called a regression line and its equation is called the regression equation.
10. If a positive correlation exists between height and weight, a person with above average height is expected to have above average weight. 
11. A significant correlation between two variables does not imply that there is a strong causality between these two variables. 
12. The coefficient of determination is always positive. 
13. In a linear regression, the null distribution for 1 follows t- distribution.  
14. If height is independent of average yearly income, “-1” is the predicted correlation between these two variables.
15. The range of possible values for a coefficient of correlation is not a [0, 1].
16. If the points in a scatter-plot of two quantitative variables lie exactly on the line y = 3 − 2x, then the correlation coefficient r must not be exactly 1.
17. The coefficient of determination and the R-squared (R2) are the same.
18. Regression analysis is the set of procedures used to explain or predict the values of a dependent variable based on the values of one or more independent variables.
19. Scatterplots  are used when you want to visually examine the relationship between two quantitative variables. 
20. Correlation coefficient measures the strength of the linear relationship between the dependent and the independent variable. 

21. A scatter diagram is a convenient way to display graphically the relationship between two variables.
22.  The dependent variable is the variable that is being described, predicted, or controlled.
23. A simple linear regression model is an equation that describes the straight-line relationship between a dependent variable and an independent variable.
24. The residual is the difference between the observed value of the dependent variable and the predicted value of the dependent variable.
25. Correlation coefficient measures the strength of relationship between two Variables.
26. Regression is the measure of the average relationship between two or more variables in terms of the original units of the data.
27. If the regression equation  and  then  1.7
28. The correlation coefficient between the gold price and the Dollar Exchange Rate r = - 0.87. When the gold price decrease, the Dollar Exchange Rate will increase.
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